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Abstract 

The impact of firms characteristics on bank debt financing has always been a field of conflicts among economists 
(e.g. trade-off theory vs. pecking order theory). The pecking order theory predicts that firms holding more 
tangible assets are less prone to asymmetric information problems and reduce the agency cost. Generally, the 
supply of bank loans is expected to be higher for firms with higher collateral. In the empirical literature, this 
relationship is not always confirmed. We analyse this phenomenon from three points of view: meta-analysis of 
literature, country level data and case of Poland. This study provides a systematic analysis of the empirical 
literature on the usage of bank debt by conducting a meta-analysis. In particular, the problem of publication 
selection bias is discussed. We explore the sources of heterogeneity among studies including moderator 
variables in random- and fixed effects regressions. Our results indicate that there is an evidence of publication 
selection. Based on country level data we conclude that the impact of collateral on bank credit is negative. For 
Polish case we find that the impact of collateral on debt is positive, except for the subsample of large enterprises. 
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Introduction 

The aim of this study is to analyze a collateral and bank credit relation. On one hand, we conduct a meta-analysis, we make 
comparison of results differentiating between publications and verify publication selection bias, on the other, we explore 
the impact of collateral on bank loan financing based on the country level data and Polish firms level data.  

Access to finance is key to business development. Investment, innovation and survival are not possible without adequate 
financing. In recent years, the uncertainty and instability caused by the economic crisis has affected businesses. The 
decreased international demand and increased competitiveness caused that both small and medium sized companies, and 
large firms faced greater difficulties in sustaining their profit levels and surviving in a unfavourable environment.  

Modigliani and Miller (1958) formed the basis of modern thinking on capital structure. They claimed that under the 
assumption of perfect markets where for example taxes and transaction costs do not exist the value of a company would 
be independent of the capital structure. Nevertheless, subsequent studies have examined the determinants of capital 
structure and provided new theories with different views on the determinants of capital structure: the pecking order theory, 
the trade-off theory, the agency theory, the market timing theory.  

For collateral the pecking order theory predicts that firms holding more tangible assets are less prone to asymmetric 
information problems and reduce the agency cost. Generally the supply of bank loans is expected to be higher for firms 
with higher collateral. Firms operating in industries characterized by a higher level of asset tangibility are expected to face 
lower credit constraints. Results of empirical researches are not always in line with this expectations. 

 
1 Meta-Regression Methods for Detecting and Estimating Empirical Effects in the Presence of Publication Selection 
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We start with meta-analysis, the analysis of empirical analyses that attempts to integrate and explain the literature about 
some specific parameter. The purpose of meta-analysis is to provide objective and comprehensive summaries of 
researches conducted by different authors. Meta-analysis is aimed at finding explanation of variation in the regression 
results published by independent researchers and presenting a statistical conclusion (Sauerbrei and Blettner, 2003). In 
order to econometrically analyse the sources of heterogeneity in published effects of collateral on firms’ bank loans 
financing, we reviewed existing empirical studies. 30 studies on the determinants of bank loan financing, for which the 
dependent variables were constructed in a similar way were selected from the review of literature on sources of business 
financing (over 130 articles). Then we analyse collateral – bank credit phenomenon based on country level data. In the last 
phase we estimate a dynamic econometric model, describing how the long-term and short-term credit contracted by non-
financial companies in Poland is affected by collateral. In the estimation we control for three categories of factors: 
macroeconomic (WIBOR3M and the effective currency rate), microeconomic – associated with the internal financial 
situation and structural. 

Literature review 

The pecking order theory predicts that firms holding more tangible assets are less prone to asymmetric information 
problems and reduce the agency cost. Generally the supply of bank loans is expected to be higher for firms with higher 
collateral. Firms operating in industries characterized by a higher level of asset tangibility are expected to face lower credit 
constraints. When firms use tangible assets as collateral, they reduce the cost of bank loans by limiting exposure and asset-
substitution problems (Myers and Majluf, 1984; Detragiache, 1994; Boot et al., 1991; Leeth and Scott, 1989; among others). 
As a result higher levels of tangibility would imply more bank debt. Petersen and Rajan (1994) report that large firms with 
a high level of tangible assets use more bank credit. Cole (2008) shows that firms in certain industries, such as construction, 
manufacturing and transportation, are thought to be more creditworthy because they typically have more tangible assets 
that can be used as collateral than do firms in other industries, such as business services. Bougheas et al. (2004) confirm 
that the short-term debt share in total liabilities is higher for companies with a lower level of collateral. A higher collateral 
level provides greater access to long-term funding, thereby reducing the long-term debt share in total debt. Dewaelheyns 
and Van Hulle (2007) indicate that large companies with a high share of fixed assets in total assets use bank credit to a 
greater extent, while firms belonging to capital groups prefer internal financing, due to its lower cost. Cole (2010) finds that 
firms having less tangible assets do not use bank credit. According to findings presented by Liberti and Sturgess (2012), 
collateral – and non-specific collateral in particular – is a channel through which borrowers can mitigate bank-specific 
lending channel effects without turning to alternate lenders in the credit market. Firms with a low collateral level and a high 
probability of bankruptcy experience worst consequences of the shock. Companies pledging specific collateral (such as 
inventories, machinery and equipment, accounts receivable, guarantees and promissory notes) experience a smaller 
decline in lending when exposed to credit supply shock. Borrowers with a low creditworthiness, less collateral and 
generating lowest returns experience greatest declines in lending is response to the credit supply shock. Borrowers 
pledging non-specific collateral (real estate, cash and liquid securities) experience lower cuts in lending under a bank-wide 
credit supply shock. Jimenéz et al. (2013) prove that firms with more tangible assets or cash tend to contract less new 
loans, relying on internal financing rather. The decisions on granting loans to businesses with certain specifications differ 
depending on the interest rate. Collateral is less important during the credit market constriction. The balance channel of 
monetary policy impulses transmission is based on the fact that the changes of interest rates lead to the changes in the 
values of collateral offered as security by potential debtors. The loss of value may force the businesses to limit the 
investment expenditure because their credit standing becomes weaker (Bernanke and Gertler, 1995). The increase of 
interest rates results in the drop of share prices and reduction of the cash flow value. It also decreases the value of the 
asset to be used as collateral and thus may lead to lower credit supply. The amount of the loan taken by businesses may 
be limited by the value of owned assets used as payment security. 

Publication selection bias 

Stanley and Jarrell (1989) considered why do researchers come to such different findings when they are investigating the 
same phenomenon. Is it because of statistical methods, model misspecifications, different data sets? The authors offered 
a quantitative methodology for reviewing the empirical economic literature. Proposed meta-regression analysis is the 
regression analysis of regression analyses. Meta-regression analysis not only recognizes the specification problem but 
also attempts to estimate its effects by modelling variations in selected econometric specifications.  
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There is a probability that the results obtained by the researchers may be affected by the problem of statistical significance 
selection (so-called: publication selection bias). The selection of publications occurs when the researchers and reviewers 
prefer the statistically significant results.  

The funnel graph is a classic method used for the identification of the publication selection bias. It is a distribution diagram 
for the precision (measured usually as the inverse of the standard error) from the estimated coefficient. In the case of the 
absence of the publication selection bias, the diagram should resemble an upside down funnel – wide at the base, tapering 
as the values on the vertical axis increase. The funnel diagram should also be symmetrical, regardless of the value of the 
true effect, at which the estimations should converge.  

30 studies on the determinants of financing with bank loans, for which the dependent variables were constructed in a similar 
fashion were selected from the review of literature on business financing sources (over 130 articles). Finally, 119 
regressions from 22 publications were selected for further analysis. 

The publications to date obtained positive, negative and insignificant estimations for collateral coefficient (Table 2). The 
lack of publication selection is evident when the estimated parameters change randomly and symmetrically around the 
“true” population effect. The asymmetry of the graph can be used as an evidence of the presence of publication bias in the 
literature. Based on the graphical analysis, Figure 1 indicates publication selection. It is worth noting that man econometric 
decisions, such as omission of variables, selection of the estimation method or functional form can also change the shape 
of the chart. However, the discussed sources of variance may be described as bias related to wrong model specification. 
Furthermore, the heterogeneity of the “true effect” between the studies, caused by the application of different sets of data 
for different times and countries may be the reason for the asymmetry in the funnel chart, even in the case of the lack of 
publication selection bias.  

In Figure 1, the top point approaches the value near 0 and the mean of all collateral estimations is 0,089 – far more than 
the top chart value. The expected upside down funnel shape is determined by heteroscedasticity. The studies on small 
samples characterised by larger standard errors and the resulting lower precision are located on the bottom of the diagram 
which results in the more dispersed base of the chart. Figure 2 illustrates how the parameter estimations changed in time. 
There is no clear correlation visible for collateral.  

In order to identify if there is publication bias in our meta-samples we follow Stanley et al. (2008) and we estimate equation 
(1).  

𝑡𝑖 = 𝛽𝑆𝐸 + 𝛽𝑒 (
1

𝑆𝐸𝑖
) + 𝑣𝑖 (1) 

where: 𝑡𝑖 −  𝑡 − 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛, 𝑆𝐸𝑖 −  𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛, 𝛽𝑆𝐸 ,  𝛽𝑒  −  𝑢𝑛𝑘𝑛𝑜𝑤𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠, 𝑣𝑖 −
 𝑟𝑎𝑛𝑑𝑜𝑚 𝑒𝑟𝑟𝑜𝑟. 

Testing whether the constant is equal to zero (H0: βSE= 0) is equivalent to the testing of distribution asymmetry and can be 
used as the measurement of the occurrence of the effect of the publication selection bias on the results referred to precision-
effect test (PET) (Egger et al., 1997; Stanley, 2008; Stanley, Doucouliagos, 2012). Whereas, testing whether the βe 

parameter is equal to zero (H0: 𝛽𝑒  = 0) shows the direction of the bias with the studied effect (Egger et al., 1997; Stanley, 
2008).  

However, like any regression model, the estimates can be biased when important explanatory variables are omitted. 
Therefore, we need to include moderator variables to control for the possible heterogeneity across studies. Finally we 
perform a meta-regression analysis, incorporating into the model 21 possible moderators that take into account the study 
heterogeneity. 

Like in any regression model, the estimates of MRA’s coefficients can become biased when important explanatory variables 
are omitted. MRA model (1) can be expanded to include variables, 𝑍𝑘, that explain variation in estimates and other factors, 

and 𝐾𝑗, that are correlated with the publication selection process itself.  

𝑡𝑖 = 𝛽𝑆𝐸 + ∑ 𝛾𝑗𝐾𝑖𝑗 + 𝛽𝑒(1/𝑆𝐸𝑖) + ∑ 𝛼𝑘𝑍𝑖𝑘/𝑆𝐸𝑖 + 𝑣𝑖   (2) 
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where: 𝐾 variables may affect the likelihood of being selected for publication. 𝑍 variables may affect the magnitude of the 
estimator. In the meta-analysis the equation for the FAT and PET tests is estimated by both random and fixed effects 
models.1 

In order to confirm the results on the chart, which are often a subjective assessment of the researcher, the regression 
described by formula (1) was estimated. The results from the FAT test indicate that type I publication bias is present only 
in the case of assets structure, company size investigation (Table 3 – publication selection bias). The FAT tests in other 
categories fail to prove its presence. The PET tests’ reject statistical difference of these estimates from zero. Adding 
moderator variables to Eq. (1) yields a weighted least-squares meta-regression model (FE – fixed effects) and method-of-
moments (RE – random effects) of heterogeneity and publication bias. We present the results of Tau2 test for within 
variance of residuals (Table 3). For models estimated by Method of Moments we got Q statistics. The null hypothesis states 
that fixed effects model is correct. Q statistics for our models are large and their p-values are equal to zero. The real value 
of the actual effect probably varies between research, what means that the data are not consistent with the assumptions of 
fixed effects models. 

Testing whether the constant is equal to zero is used as the measurement of the occurrence of the effect of the publication 
selection bias. We find that the intercepts in regressions for profitability, assets structure and company size are significant 
(Table 3 – publication selection bias). The inclusion of potential sources of heterogeneity removes publication bias just for 
the case of company size. 

Potential explanatory variables included in meta-regression analysis are presented in Table 4. We include moderator 
variables to control for heterogeneity across studies. Table 3 presents the results of the reduced models, as during 
estimation, we observed that some moderator variables are not important in contributing to the potential source of 
heterogeneity, as they are not statistically significant.  

We find now that precision coefficients in regressions for collateral (0,85) is significant (Table 3 – publication selection 

bias + heterogeneity). Estimates for the βe parameter show the direction of the bias. In case of collateral we observe a 
negative bias. More often cited studies report collateral estimates that are larger (on average 5e-06 lower). Furthermore, 
analysis with higher number of firms included are likely to report lower collateral estimates (on average 0,007 higher). 

In summary, the results of the meta-analysis show the occurrence of the publication selection bias in the case of collateral. 
One reason for that can be wrong model specification, another reason may be connected with pressure for obtaining a 
statistically significant estimator.  

Analysis of country level data 

The objective of this part of the paper is to explore relation between collateral and bank credit in European countries. The 
sample was obtained from the database of the European Committee of Central Balance Sheet Data Offices (BACH / ESD, 
2013) and encompasses European countries for the period 2000-2014. BACH (Bank for the Accounts of Companies 
Harmonized) is a database of aggregated and harmonized accounting data of non-financial companies in European 
countries, based on their national accounting standards. The database currently includes data for 11 countries (Austria, 
Czech Republic, France, Germany, Italy, Poland, Portugal, Slovakia, Spain and Belgium, Netherlands). The data sources 
for this database include financial statements (balance sheets and income statements) of individual non-financial 
corporations. 

Based on Figures 8-12 we may see that macroeconomic effects are crucial as company financing methods differ 
significantly between countries. Equity is most prevalent among enterprises in Poland, Netherlands and Czech Republic 
while total debt is most widespread among enterprises in Austria, Portugal, Germany and Italy, where bank loans play a 
greater role. What we see in Table 5 is that at the country level tangibility, profitability, size of a companies and Interests 

 
1 The difference between the fixed effects and random effects estimates (for a weighted average estimates) can be the probable 
indicator of the effect of the selection of publications. This difference occurs because the less precise estimates are more biased in 
random effects models compared to fixed effects models. Random effects models reflect unobserved heterogeneity, which may be real 
or appears as the result of the methodology. Biase of the standard errors of estimates may also occur. It means that the more precise 
estimates may indicate on biease or inefficiency. Using random effects models can eliminate inefficiency or incorrect outliers. As a 
consequence of the foregoing we are using random effects and fixed effects models in this study 
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on financial debts/Total Assets are significant for bank loans in case of whole sample. Based on estimation of parameters, 
we note that collateral significantly determines the bank loan financing in the investigated countries, when considering the 
small and medium-sized companies. For both groups the impact is negative. The profitability of companies doesn’t 
differentiate the use of bank credit to finance activities in the analyzed countries, regardless the size of firms. Interests on 
financial debts in small and large companies significantly differentiate the use of bank credit in countries. A similar 
conclusion was obtained for logarithm of total assets. 

A case of Poland  

Database used in the article was created on the basis of the financial statements of companies listed on the Warsaw Stock 
Exchange, Newconnect or the Central Table of Offers (CeTO), operating in the years 1998-2015. We focused on non-
financial enterprises, which, according to the Central Statistical Office results in exclusion from the study firms operating 
(according to the Polish Classification of Activities, 2007) in section A (Agriculture, forestry, hunting and fishing), K (Financial 
and insurance activities) and O ( public administration and defense, compulsory social security). In addition section T 
(Activities of households, households producing goods and providing services for their own needs) and Section U 
(extraterritorial organizations and bodies) were removed. Furthermore, some variables include outliers in only the upper 
values, so we truncate the sample at the 99 percentile to exclude these outliers. When variables include outliers in both the 
upper and lower values, we truncate at both the 0.5 and 99.5 percentiles of the sample. 

Table 6 provides some summary statistics. As shown, the average share of total liabilities in the balance sheet total amounts 
is about 40%, which means that the Polish listed companies to a large extent finance with the foreign capital (Table 6). In 
the sample leverage ranges from 0 to 98%. Analyzing the chart of variation of leverage over time we see that the highest 
average amount of leverage was achieved in 2002, which was the result of significant increases in the stock market. A 
significant decrease in leverage in 2007 was a reaction to the restrictive monetary policy - a rise in interest EURIBOR3M 
and LIBOR3M, as well as the growing trend of market interest rates on bank loans, interest WIBOR3M. The increase in 
market interest rates on bank loans and interest WIBOR3M resulted in a decrease in debt lasting until the beginning of 
2008. In 2011, an increase in leverage was observed in response to the decline in market interest rates on bank loans and 
interest rates in 2010. Restrictive monetary policy in 2000, 2004 and 2007 resulted in a decrease in leverage. On the other 
hand, the policy of low interest rates in 2003 and 2006 and in the years 2009-2010 (WIBOR3M and market interest rates 
on loans) caused an increase in leverage. This points to the fact that monetary policy determines the structure of financial 
companies. 

A dynamic econometric model has been estimated, describing how the long-term and short-term credit contracted by non-
financial companies in Poland is affected by three categories of factors: macroeconomic (WIBOR3M and the real effective 
currency rate), microeconomic – associated with the internal financial situation and structural. Parameters were estimated 
using the robust system GMM (Generalised Methods of Moments) estimator 13 (see: Arellano & Bover, 1995; Blundell & 
Bond, 1998). 

According to the static and dynamic theory of trade-off the companies maintain the optimal level of leverage, and quickly 
adapt to the aimed value in the case of any deviations. The theory of the hierarchy of sources of funding and market timing 
exclude the existence of an optimal debt ratio. Researchers verify the validity of these theories by estimation of coefficient 
of the speed of adjustment. A high value of coefficient confirms the validity of the theory of trade-off. Based on the literature, 
it was observed that the coefficient reaching a value above 20% is considered to be high. However, the authors suggest 
that the slow rate of adjustment does not indicate a rejection of the hypothesis according to which the companies have an 
optimal capital structure. This slow rate may result from the existence of high adjustment costs that exceed the costs of 
staying outside the optimum. In our study the estimate of coefficient for lagged dependent variable is 58.45%. It means that 
companies adjust its current level of leverage to the optimal value at a rate of 41.55% per year (which means that companies 
need 1.3 years to reduce half of the distance to the optimum leverage). In comparison with results obtained by other 
researchers it is relatively high rate. The high values, 34% and 46% were received, among others, by Flannery and Rangan 
(2006) and Cook and Tang (2010) respectively. Fama and French (2002) and Huang and Ritter (2005) interpret the obtained 
slow rate of adjustment to support the theory of the hierarchy of sources of funding. 

The size of the company shows a positive correlation with the level of leverage. This confirms the assumption of the theory 
of trade-off, the more profitable companies have a larger share of foreign capital in total assets. Large enterprises finance 
investments through external sources, in particular the long-term bank loan and sale of securities. Firms that generate 
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higher revenues, having more bargaining power and better access to credit have lower credit margins and increased foreign 
capital in the capital structure. Smaller companies finance mainly with profits generated or contributions owners. 

We find that debt decreases with increasing profitability and effective tax rate. The results confirm the validity of the theory 
of the hierarchy of sources of financing, according to which companies capable to generate high profits have a greater 
tendency to use equity than foreign capitals. High taxes result from the large revenues that reduce the need for debt. 

Growing companies have a greater need of capital, and therefore rely on external financing. The increase in sales is not 
able to meet the financial needs due to the problem of gridlock. According to the theory of the hierarchy of sources of 
finance companies prefer debt issue than shares. Our results indicate a positive correlation between the level of leverage 
and growth opportunities, which confirms the validity of the theory. 

Tangible fixed assets may be treated as a collateral. The higher share of fixed assets in total assets reduces the lender's 
risk and increases the access to external capital, which is consistent with the theory of trade-off. Agency costs and 
information asymmetry can cause that lenders require guarantees in the form of collateral on fixed assets, and therefore 
expected positive impact of this variable on the size of the debt ratio. The variable asset structure works with lags, as the 
basis for verification of the credit are the financial statements for the previous year. 

Liquidity is defined as the company's ability to timely repayment of current liabilities. Companies with high liquidity have a 
greater ability to pay the debt and therefore should use the foreign capital as a main source of funding. We got a positive 
relation between the level of debt and liquidity, which testifies to the support of the theory of substitution. 

Non-interest tax shield is an important factor affecting the capital structure. It arises as a result of the existence of other 
than interest on borrowed capital, items that reduce the tax base, such as depreciation. In our study, non-interest tax shield 
reduces debt, which indicates that companies use rather depreciation than the interest paid on the debt. The results are 
consistent with the theory of substitution. In turn, the interest tax shield has a positive impact on the level of leverage. 

It is assumed that companies with high expenditure on research and development prefer equity financing. However, our 
results indicate a positive relationship between intangible assets and the debt ratio. According to the theory of signaling, a 
well-developing companies increase the involvement of foreign capitals to signal the good prospects for the future. 

In the case of other explanatory variables used in the model, theories regarding the choice of the capital structure does not 
give a clear indication as to the direction of the expected impact on the level of debt. The negative impact of the inverted 
index bankruptcy on leverage points to the fact that companies having a higher probability of bankruptcy are less likely to 
benefit from the financing of foreign capital. This may involve the fact that the threatened with bankruptcy companies will 
not be able to repay its liabilities. The median leverage in the sector is an important determinant of the debt ratio. Companies 
operating in the same industry are affected by a similar environment: market fluctuations, the impact of state institutions or 
changes in the market of suppliers and customers, which indicates the existence of a positive relationship between the 
variables.  

The survey was repeated for industrial and service companies separately. High rate of adjustment of the current level of 
debt to the optimal level for both industrial (35.83%) and service companies (41%) proves the existence of an optimal 
capital structure and rapid effort to achieve it, regardless of the industry. The results are just slightly different in terms of 
the factors that influence the choice of debt in these two sectors of the economy. In both subgroups the same variables 
occurred to be significant determinants of debt. However, for industrial companies growth opportunities and the share of 
intangible assets in total assets have a negative impact on the dependent variable. The negative relationship between the 
debt and growth opportunities, according to the theory of substitution, reflects that costs of the financial risk (including 
bankruptcy) increase with the expected growth of the company, forcing managers to reduce debt in the capital structure. 
For service companies the relation is consistent with the theory of the hierarchy of sources of funding. Summing up, the 
influence of most variables used in the model indicates to the theory of substitution in case of Polish listed companies, 
irrespective of the sector of the business. 

Due to the fact that the size of the company may affect its access to capital markets, the risk of bankruptcy and economies 
of scale in contracting capital, a model was estimated for small and large companies separately. An important conclusion 
derived from the analysis is that large companies slowly adjust the current level of debt to the optimal size. The adjustment 
rate for large companies is only 23.54%, while in the case of small firms it is 44.55%. This is because large companies are 
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characterized by lower volatility of cash flow, and therefore meet lower costs associated with a deviation from an optimal 
debt. Although the adjustment process in large companies is slower than in small firms, based on the literature for both 
cases it is referred as fast.  

It turns out that for large companies, as in the case of industrial firms, growth opportunities and the share of intangible 
assets in total assets are negatively correlated with the level of debt. This is because the highly developing smaller 
businesses have a greater financial needs, so they lend more. The increase in sales is not able to meet the financial needs 
of small businesses because of the gridlock. For large companies an increase in sales growth increase the possibility of 
self-financing, which reduces the need for external financing. In large companies, payment backlogs are of minor 
importance, and sales growth results in an increase in revenues from debt repayment. Another difference between small 
and large companies is the negative impact of collateral on the level of leverage in the case of large enterprises. Higher 
fixed assets increase the availability of external capital as they reduce the risk of the lender. Therefore, the positive impact 
of collateral on debt is expected. However, for large enterprises increase in fixed assets reduces the demand for foreign 
capital financing. For smaller companies assets held in year t-1 increase debt, as they constitute collateral. This is because 
the basis for verification of the creditworthiness is the financial statements for the previous year. Moreover, in the case of 
large companies, variable non-interest tax shield is irrelevant. This is due to the fact that large businesses borrow more in 
order to maximize tax benefits. Smaller companies receive tax savings mainly due to depreciation, rather than the interest 
paid on the debt. Despite minor differences in the estimates of parameters, the impact of most variables points to the 
application of the theory of substitution in Polish listed companies, regardless of company size. 

6 Conclusion 

In this study we analyze a collateral and bank credit relation. This study pursues two objectives: on one hand, we conduct 
a meta-analysis, we make comparison of results differentiating between publications and verify publication selection bias, 
on the other, we explore the determinants of bank loan financing based on the country level data and Polish firms level 
data.  

The described study is the continuation of the previous meta-analyses of the authors (Białek-Jaworska, Dzik-Walczak, 
Nehrebecka, 2015). The benefit of this work is that, by aggregating results across a large number of investigations and 
exploiting between-study design variation, we point variables that modify them more precisely than could be done through 
qualitative review.  

In the publications regarding bank loans, the publication selection bias was found for collateral estimates. When analyzing 
the determinants of bank loan financing based on the country level data we found that equity is most prevalent among 
enterprises in Poland, Netherlands and Czech Republic while total debt is most widespread among enterprises in Austria, 
Portugal, Germany and Italy, where bank loans play a greater role. At the country level collateral is significant for bank 
loans and the impact that we get is negative. Based on the empirical analysis of Polish firms we conclude that the long-
term and short-term debt contracted by non-financial companies is affected by three categories of factors: macroeconomic, 
microeconomic and structural. We find that the impact of collateral on debt is positive, except for the subsample of large 
enterprises. 
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Figure 3. Galbraith plot for the effect of 
collateral on bank credit financing 
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Figure 4. Weight of each source of financing on total liabilities 
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Source: own study based on BACH DATABASE. 

Figure 6. Bank credit and Collateral relation 

 

Source: own study based on BACH DATABASE. 
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USA Journal of Financial Stability 
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http://dx.doi.org/10.2139/ssrn.1540221 

1993, 
1998, 
2003 

USA Office of Advocacy, U.S. Small Business 
Administration 

Cole, Dietrich (2012)  
SME Credit Availability Around the World, Evidence 
from World Bank’s Enterprise Survey 

2006-
2011 

80 countries  World Bank’s Enterprise Survey 

Cook (1999) 
Trade Credit and Bank Finance: Financing Small Firms 
in Russia 

1995 Russia Journal of Business Venturing 

Demiroglu et al. (2012) 
Bank lending standards and access to lines of credit 

1996-
2004 

 Journal of Monetary, Credit and Banking 

Dewaelheyns, Van Hulle (2010) 
Internal capital markets and capital structure: Bank 
versus internal debt 

1997-
2001 

Belgium European Financial Management 

Ghosh, Sensarma (2004) 
Does monetary policy matter for corporate 
governance? Firm-level evidence from India.  

1992-
2002 

India Advances in Financial Economics 

de Haan, Sterken (2000) 1990-
1997 

EU, Great 
Britain 

De Nederlandsche Bank, Research 
Memorandum WO&E 

de Haan, Sterken (2006)   European Journal of Finance 

Huyghebaert, Van de Gucht, Van Hulle (2007), The 
Choice between Bank Debt and Trade Credit in 
Business Start-ups 

1988-
1991 

Belgium Small Business Economics 

Jiménez, Ongena, Peydró, Saurina (2010), Credit 
supply identifying balance-sheet channel with loan 
applications and grantem loans, 

2002-
2008 

Spain European Central Bank Working Paper 

Jimenéz et al. (2010) 2002-
2008 

Spain AMERICAN ECONOMIC REVIEW 

Jimenéz, Ongena, Peydró, Saurina, (2012) 
Credit Supply versus Demand: Bank and Firm 
Balance-Sheet Channels in Good and Crisis Times 

2002-
2010 

Spain European Banking Center Discussion 
Paper 

Jimenéz, Ongena, Peydró., Saurina, (2009), Monetary 
Policy and Credit Crunch: Identifying Simultaneously 
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1992-
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2010 

80 countries World Bank Econ Rev 
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France Journal of the European Economic 
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Source: own study based on the review of empirical literature. 

Table 2. Summary statistics for the effect of collateral on bank loan financing 

Variable 
The direction 
of impact 

# regressions Mean Median SE Minimum Maximum 

Fixed 
Assets / 
Total 
Assets 

+ 27 

0,089 0,139 0,202 -0,401 0,524 - 15 

Not 
significant 

12 

Source: own study based on the review of empirical literature. 
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Table 3. Linear regression results for publication selection bias 

Variables b (se) 

Publication selection bias 

1/se 
 

-0,1139*** 
(0,0362) 

constant 2,1118*** 
(0,5891) 

Publication selection bias + heterogeneity 

Model FE RE 

Publication bias (K-variables) 

Constant 0,7868*** 
(0,1682) 

0,8496***  
(0,2086)  

No. of firms -5.44e-06***  
(9.90e-07) 

-5.63e-06***  
(1.07e-06)  

Study citations 0,00678** 
(0,0034) 

0,0071***  
(0,0033)  

Genuine empirical effects (Z-variables) 

1/se 
 

-0,1085*** 
(0,0096) 

-0,1106***  
(0,0107)  

Sector fixed-effects /se 0,1445*** 
(0,0335) 

0,1392***  
(0,0323) 

N 46 
 

46 

F (H0: K variables are jointly 
not significant) 

F( 2, 41) = 17.31 
Prob > F = 0.0000 

F( 2, 41) = 16.24 
Prob > F = 0.0000 

Test for residual between-
study variance (of tau2=0) 

 Q_res (41 df) = 1001.21 Prob > Q_res = 0.0000 

* Significant at 10%, ** Significant at 5%, *** Significant at 1%. Mean error values are enclosed in round brackets. 

Source: own study based on the review of empirical literature. 

Table 4. Potential Explanatory Variables for Meta-Regression Analysis 

Variables Definition 

Data Characteristics 

Panel data 1 if panel data are used (cross-sectional data are the base) 

Time span The number of years of the data used 

No. of firms Sample size/time span 

Average year Average year of the data used 

Year of publication Year when an article was published 

Large 1 if large enterprises are investigated 

Capital groups 1 if capital groups are investigated 

Estimation Characteristics 

Differences 1 if the regression is estimated in differences 

Year fixed-effects 1 if year fixed-effects are included 

Sector fixed-effects 1 if sector fixed-effects are included 

OLS 1 if OLS used for estimations (random effects, GMM, WLS, and others as a base) 

Macro 1 if macroeconomic conditions variables are included 

One-step estimations 1 if coefficients are estimated in one-step 

Specification Characteristics 

Firm size 1 if the specification controls for firm size (sector competition) 

One country 1 if one country firms are included in the regression 
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Lagged spillover 1 if the coefficient represents lagged foreign presence 

Europe 1 if European countries are investigated 

Publication Characteristics 

Publication date The publication year of the study  

Published 1 if the study was published in a peer-reviewed journal 

Study citations Study citations in Google Scholar per age of the study, as of May 2016 

Journal rank 1 if the study published in high journal rank, 2013 ISI impact factor 

Working paper 1 if research is a working paper 

Source: own study based on the review of empirical literature. 

 

 

 

 

Table 5. Country data level analysis of bank loans 

Variable 

Whole sample Small firms Medium firms Large firms 

RE GLS RE GLS RE 

Random-
effects 
linear 
models 
with an 
AR(1) 
disturbanc
e RE 

Random-
effects 
linear 
models 
with an 
AR(1) 
disturbanc
e 

Collateral -0,187 -0,124 -0,041 -0,170 -0,269 -0,180 0,014 -0,045 

 (Fixed Assets / Total Assets) 
(0,035) 

(0,038
) (0,069) (0,057) (0,063) (0,054) (0,053) (0,042) 

  [-5,3] [-3,3] [-0,6] [-3,0] [-4,3] [-3,4] [0,3] [-1,1] 

Profitability -0,489 -0,225 0,122 -0,085 -0,429 0,067 -0,181 0,038 

 (ROA = Net Income / Total Assets) 
(0,130) 

(0,095
) (0,300) (0,234) (0,242) (0,192) (0,163) (0,131) 

  [-3,8] [-2,4] [0,4] [-0,4] [-1,8] [0,4] [-1,1] [0,3] 

Interests on financial debts/ Total 
Assets 0,743 1,325 1,844 1,423 -0,176 0,052 0,696 2,237 

  
(0,421) 

(0,370
) (0,638) (0,441) (0,654) (0,496) (0,585) (0,486) 

  [1,8] [3,6] [2,9] [3,2] [-0,3] [0,1] [1,2] [4,6] 

Size (Logarithm of Total Assets) -0,553 -0,961 -1,386 -3,121 1,522 0,263 -1,177 -0,651 

  
(0,336) 

(0,366
) (0,589) (0,633) (0,618) (0,683) (0,486) (0,520) 

  [-1,7] [-2,6] [-2,4] [-4,9] [2,5] [0,4] [-2,4] [-1,3] 

Constant 
37,341 

39,08
9 45,209 84,714 6,552 22,717 33,412 23,450 

  
(7,054) 

(7,893
) (12,014) (12,890) 

(10,833
) (12,577) (9,923) (10,193) 

  [5,3] [5,0] [3,8] [6,6] [0,6] [1,8] [3,4] [2,3] 

  

143 N 

Diagnostic 

Statistical 
tests 

p-
value 

Statistic
al  
tests 

p-
value 

Statistical  
tests 

p-value 

Statistic
al  
tests p-value 

Test for panel-level 
heteroskedasticity 

151.33 
0.000
0 

158.15 
0.000
0 

2.13 0.9952 -84.94 1.0000 
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Test for panel-level autocorrelation 29.476 
0.000
3 

13.669 
0.004
1 

52.296 0.0000 -0.034 0.9731 

Test of cross sectional independence  
1.816 

0.069
4 

0.802 
0.422
5 

0.666 0.5057 8.147 0.0171 

Mean error values are enclosed in round brackets, t Student – in square brackets. 

Source: own study based on BACH DATABASE. 

Table 6. Description of variables used in the debt of polish enterprises model 

Variable Definition 

Debt1 (Long-term debt+ Short-term debt) / Total assets 
  

Debt2 Short-term debt / Total assets 
 

Debt 3 (Long-term debt+ Short-term debt) / (Total debt+Equity-Revaluation reserve) 
 

Firms’ characteristics  
Company size Logarithm of revenues 
Profitability EBIT/ total assets 
Collateral Tangible assets/total assets 
Non-interest tax shield Depreciation/total assets 
Interest tax shield Interest/total assets 
Intangible assets Intangible assets /total assets 
Growth opportunities (Revenue from sales (t) – Revenue from sales (t-1)) / Revenue from sales (t-1)1 

Current ratio measure Current assets/Short-term liabilities 
Quick ratio measure Current assets and inventories/Short-term liabilities 
Effective tax rate The current part of income tax/profit before tax 
Inverted index bankruptcy Nehrebecka, Dzik (2016) 
Grants Binary variable, takes 1 if firm got grants 
IAS Binary variable, takes 1 if firm have set of basic accounting records which are prepared and 

audited in line with IAS 
Macroeconomic variables  
GDP The growth of Gross Domestic Product 
WIBOR3M 3-month WIBOR interest rate 
REER Effective rate of exchange 

 

Tabel 7. Descriptive statistics of variables used in the model 

Variable Mean Std. dev Q1 Median Q3 Min Max 

Debt 0,3928 0,2137 0,2240 0,3814 0,5493 0,0000 0,9821 

Revenues 536923 2769538 22256 79039 255306 0,0000 79000000 

Profitability 0,0691 0,0846 0,0015 0,0465 0,0965 0,0000 0,7770 

Collateral 0,2661 0,2218 0,0729 0,2224 0,4102 0,0000 0,9673 

Non-interest tax shield 0,0363 0,0334 0,0136 0,0294 0,0489 0,0000 0,4537 

Interest tax shield 0,0066 0,0105 0,0000 0,0000 0,0101 0,0000 0,0354 

Intangible assets 0,0312 0,0796 0,0008 0,0048 0,0198 0,0000 0,8654 

Growth opportunities 0,1630 0,3772 -0,0537 0,0942 0,2989 -0,4331 1,1907 

Current ratio measure 2,2986 1,9178 1,1179 1,5883 2,6870 0,5611 8,3258 

Effective tax rate 0,0669 0,1103 0,0000 0,0000 0,1480 0,0000 0,3420 

Inverted index bankruptcy 1,0447 2,2484 0,3887 1,0000 1,8662 -4,6108 6,1899 

Median sector debt 0,3737 0,0949 0,3089 0,3552 0,4397 0,2477 0,6204 

Table 8. Debt determinants – model estimation results. 
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Explanato
ry 
variable 

Tra
de-
off 
the
ory  

Peck
ing 
orde
r 
theor
y 

Base 
model  
(Debt 1) 

Models with effect of the 
sector 

Models with effect of the 
size 

Robust models 

Manufactur
y 

Services Small Large Debt 2  Debt 3 

Debt in t-
1 

  0,584
5 
(0,00
21) 

*
*
* 

0,641
7 
(0,00
87) 

*
*
* 

0,590
0 
(0,00
40) 

*
*
* 

0,554
5 
(0,00
57) 

*
*
* 

0,764
6 
(0,00
63) 

*
*
* 

0,42
36 
(0,00
28) 

*
*
* 

0,58
55 
(0,00
35) 

*
*
* 

Firms’ 
characteri
stics: 

                    

Company 
size 

+ - 

0,007
1 
(0,00
03) 

*
*
* 

0,012
2 
(0,00
05) 

*
*
* 

0,006
3 
(0,00
04) 

*
*
* 

0,004
1 
(0,00
07) 

*
*
* 

0,013
5 
(0,00
17) 

*
*
* 

0,01
04 
(0,00
02) 

*
*
* 

0,00
81 
(0,00
04) 

*
*
* 

Profitabilit
y 

+/- - 

- 
0,116
9 
(0,00
76) 

*
*
* 

-
0,121
9 
(0,01
84) 

*
*
* 

-
0,174
7 
(0,01
09) 

*
*
* 

-
0,044
5 
(0,01
78) 

*
* 

-
0,277
7 
(0,01
23) 

*
*
* 

-
0,08
87 
(0,00
81) 

*
*
* 

-
0,13
83 
(0,00
70) 

 

Collateral 

+ - 

0,114
1 
(0,00
44) 

*
*
* 

0,073
6 
(0,01
10) 

*
*
* 

0,086
9 
(0,00
47) 

*
*
* 

0,062
0 
(0,00
87) 

*
*
* 

-
0,032
3 
(0,00
99) 

*
*
* 

0,02
77 
(0,00
39) 

*
*
* 

0,09
71 
(0,00
42) 

*
*
* 

Non-
interest 
tax shield -  

- 
0,325
2 
(0,02
05) 

*
*
* 

-
0,391
1 
(0,07
40) 

*
*
* 

-
0,195
0 
(0,01
67) 

*
*
* 

-
0,160
5 
(0,04
32) 

*
*
* 

0,006
8 
(0,04
52) 

 -
0,11
45 
(0,01
80) 

*
*
* 

-
0,25
87 
(0,02
09) 

*
*
* 

Interest 
tax shield 

  

1,930
4 
(0,03
22) 

*
*
* 

2,392
2 
(0,08
62) 

*
*
* 

1,666
5 
(0,05
75) 

*
*
* 

1,695
5 
(0,10
44) 

*
*
* 

1,650
7 
(0,06
80) 

*
*
* 

2,65
85 
(0,04
17) 

*
*
* 

1,46
53 
(0,03
83) 

*
*
* 

Intangible 
assets 

  

0,216
9 
(0,01
11) 

*
*
* 

-
0,087
1 
(0,04
07) 

*
* 

0,068
2 
(0,01
42) 

*
*
* 

0,221
9 
(0,02
34) 

*
*
* 

-
0,087
2 
(0,03
24) 

*
*
* 

0,20
24 
(0,01
14) 

*
*
* 

0,16
07 
(0,01
03) 

*
*
* 

Growth 
opportunit
ies - + 

0,035
8 
(0,00
15) 

*
*
* 

-
0,012
4 
(0,00
55) 

*
* 

0,076
0 
(0,00
21) 

*
*
* 

0,019
7 
(0,00
27) 

*
*
* 

-
0,011
9 
(0,00
68) 

* 0,08
27 
(0,00
14) 

*
*
* 

0,04
81 
(0,00
12) 

*
*
* 

Current 
ratio 
measure + - 

0,002
9 
(0,00
02) 

*
*
* 

0,005
2 
(0,00
06) 

*
*
* 

0,005
5 
(0,00
03) 

*
*
* 

0,003
1 
(0,00
06) 

*
*
* 

0,015
6 
(0,00
11) 

*
*
* 

-
0,00
08 
(0,00
02) 

*
*
* 

0,00
25 
(0,00
04) 

*
*
* 

Effective 
tax rate 

  - 
0,093
4 
(0,00
44) 

*
*
* 

-
0,050
9 
(0,00
62) 

*
*
* 

-
0,043
3 
(0,00
57) 

*
*
* 

-
0,063
1 
(0,01
08) 

*
*
* 

-
0,028
2 
(0,00
72) 

*
*
* 

-
0,06
96 
(0,00
44) 

*
*
* 

-
0,06
98 
(0,00
38) 

*
*
* 

Inverted   - * - * - * - * - * - * - *
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index 
bankruptc
y 

0,003
2 
(0,00
03) 

*
* 

0,001
7 
(0,00
03) 

*
* 

0,004
5 
(0,00
03) 

*
* 

0,007
2 
(0,00
05) 

*
* 

0,001
8 
(0,00
03) 

*
* 

0,00
31 
(0,00
02) 

*
* 

0,00
35 
(0,00
02) 

*
* 

Investme
nt rate 

  0,007
9 
(0,00
10) 

*
*
* 

0,013
5 
(0,00
36) 

*
*
* 

0,002
6 
(0,00
09) 

*
*
* 

-
0,010
6 
(0,00
19) 

*
*
* 

0,003
3 
(0,00
21) 

 -
0,00
47 
(0,00
09) 

*
*
* 

0,00
80 
(0,00
12) 

*
*
* 

Median 
sector 
debt 

  0,276
9 
(0,00
57) 

*
*
* 

 *
*
* 

0,193
8 
(0,00
71) 

*
*
* 

0,254
0 
(0,02
48) 

*
*
* 

0,136
6 
(0,01
19) 

*
*
* 

0,28
47 
(0,00
52) 

*
*
* 

0,32
00 
(0,00
59) 

*
*
* 

Grants   - 
0,009
2 
(0,00
20) 

*
*
* 

-
0,019
4 
(0,00
24) 

*
*
* 

-
0,019
7 
(0,00
53) 

*
*
* 

-
0,008
0 
(0,00
54) 

*
*
* 

-
0,019
7 
(0,00
29) 

*
*
* 

0,00
92 
(0,00
11) 

*
*
* 

-
0,00
57 
(0,00
19) 

*
*
* 

IAS   0,027
3 
(0,00
14) 

*
*
* 

0,021
5 
(0,00
30) 

*
*
* 

0,017
0 
(0,00
22) 

*
*
* 

-
0,015
2 
(0,00
51) 

*
*
* 

0,032
2 
(0,00
22) 

*
*
* 

0,02
56 
(0,00
13) 

*
*
* 

0,01
68 
(0,00
16) 

*
*
* 

Macroeco
nomic 
variables 

                

GDP   0,002
7 
(0,00
02) 

*
*
* 

0,005
3 
(0,00
05) 

*
*
* 

-
0,000
8 
(0,00
05) 

 0,000
8 
(0,00
08) 

 0,003
7 
(0,00
05) 

 0,00
49 
(0,00
02) 

*
*
* 

0,00
30 
(0,00
02) 

*
*
* 

ΔWIBOR
3M 

  - 
0,001
9 
(0,00
01) 

*
*
* 

-
0,003
2 
(0,00
02) 

*
*
* 

-
0,002
4 
(0,00
03) 

*
*
* 

0,000
0 
(0,00
03) 

 -
0,000
9 
(0,00
03) 

*
*
* 

-
0,00
29 
(0,00
01) 

*
*
* 

-
0,00
15 
(0,00
01) 

*
*
* 

REER   - 
0,001
2 
(0,00
01) 

*
*
* 

-
0,002
3 
(0,00
02) 

*
*
* 

-
0,000
8 
(0,00
02) 

*
*
* 

-
0,002
2 
(0,00
02) 

*
*
* 

-
0,001
2 
(0,00
02) 

*
*
* 

-
0,00
26 
(0,00
01) 

*
*
* 

-
0,00
13 
(0,00
01) 

*
*
* 

Constant   0,051
0 
(0,00
94) 

*
*
* 

0,168
0 
(0,01
76) 

*
*
* 

0,064
5 
(0,02
04) 

*
*
* 

0,226
7 
(0,02
07) 

*
*
* 

-
0,021
6 
(0,02
94) 

 0,19
40 
(0,00
84) 

*
*
* 

0,04
42 
(0,00
99) 

*
*
* 

Test statistic (p-value) 

Test   - 
9,141
4 
(0,00
00) 

 

-
6,025
2 
(0,00
00) 

 -
6,134
4 
(0,00
00) 

 -
6,228
5 
(0,00
00) 

 -
7,172
8 
(0,00
00) 

 -
9,63
54 
(0,00
00) 

 -
8,65
73 
(0,00
00) 

 

Arellano-
Bond Test 
for the 
first-order 
autocorrel

  
1,247
1 
(0,21
24) 

 

0,262
8 
(0,79
27) 

 1,460
5 
(0,14
42) 

 1,352
0 
(0,17
64) 

 0,343
6 
(0,73
12) 

 0,56
65 
(0,57
11) 

 1,19
04 
(0,23
39) 
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ation  

Arellano-
Bond Test 
for the 
second-
order 
autocorrel
ation 

  

344,2
584 
(0,57
65) 

 

157,3
900 
(0,98
04) 

 187,2
700 
(0,64
16) 

 179,3
050 
(0,78
32) 

 197,2
016 
(0,44
24) 

 341,
88 
(0,61
17) 

 344,
51 
(0,57
27) 

 

 

  


