
ISSN 2411-9571 (Print) 
ISSN 2411-4073 (online) 

European Journal of  
Economics and Business Studies 

May-August 2016 
Volume 2, Issue 2 

 

 
101 

The Analysis of Weak-Form Efficiency in the Market of Crude Oil 

 

Anna Górska 

 Warsaw University of Life Sciences,  

Department of Agricultural Economics and International Economic Relations 

Monika Krawiec 

 Warsaw University of Life Sciences, 

 Department of Econometrics and Statistics 

  

Abstract 

Crude oil is the strategic commodity whose market has become the biggest commodity market in the world over 
the past 40 years.  The main actors in the market, such as producers, refiners, financial institutions, and 
individual traders are interested in recognizing some trends, patterns or anomalies in performance of oil prices 
and returns, they could benefit from.  Such anomalies among others are calendar effects, for example the day-
of-the week effect, the month-of-the year effect, holidays effect or the turn-of-the month effect.  Either the 
calendar effects are observed for stock prices, or for commodity prices, they make the markets inefficient.  
According to classical Fama’s definition: a market in which prices always fully reflect available information is 
called efficient.  However, there are 3 types of market efficiency: weak-form efficiency, semistrong-form 
efficiency, strong-form efficiency.  The weak-form market efficiency is tested the most often.  There are several 
tools used for its verification, for example: some statistical tests (unit root tests, autocorrelation tests, variance 
ratio tests), long-run relationships and correlation analysis, calendar effects analysis.  Our previous research 
focused on searching for calendar effects in the market of crude oil (Górska, Krawiec 2015), shows the existence 
of the-day-of-the week and the month effects.  It may imply market inefficiency.  That is why the present paper 
is aimed at further testing weak-form market efficiency.  The empirical data covers daily closing prices of crude 
oil in USD per barrel from 2000 to 2015 and includes, both West Texas Intermediate (WTI) and Brent quotations.  
Having calculated their logarithmic returns, we apply the following tests: runs test, variance ratio, autocorrelation 
test. 

Keywords: crude oil, weak-form market efficiency, statistical tests 

 

Introduction 

Oil along with currencies and gold are the main indicators of the most important processes in the world economy.  Moreover, 
oil is the world’s dominant fuel with 33% share in current global primary energy consumption, which is however predicted 
to decrease to 28% by 2030 (Popescu 2016).  With no doubt, in the last century it has become a highly demanded product, 
absolutely necessary for the development of every economy.  

Since the 1970s macroeconomists have viewed the price of oil as one of the important sources of economic fluctuation, 
and a driver of global economic shocks.  Consequently, oil prices have been carefully followed and analyzed by empirical 
and theoretical economists.  A sufficient understanding of the signals from oil prices is important as both, short-run and 
long-run decisions are based on information provided by the price of this essential resource, that still remains an important 
input factor influencing a variety of investment decisions in all economic sectors.  

Oil is also the strategic commodity whose market has become the biggest commodity market in the world over the past 
several decades.  The main actors in the market, such as producers, refiners, financial institutions, and individual traders 
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are interested in recognizing some trends, patterns or anomalies in performance of oil prices and their returns, they could 
benefit from.  Such anomalies among others are calendar effects, for example the day-of-the week effect, the month-of-the 
year effect, holidays effect or the turn-of-the month effect.  Either the calendar effects are observed for stock prices, or for 
commodity prices, they make the markets inefficient.  Efficient market hypothesis received much attention in the late 1970s 
and 1980 when a vast amount of literature examined the efficiency of stock markets (see Fama 1970, Fama and French 
1988, Lo and MacKinlay 1988, Fama 1991).  Efficiency of commodity markets was also studied, although not to the same 
extent.  

According to classical Fama’s definition: a market in which prices always fully reflect available information is called efficient.  
However, there are 3 types of market efficiency: weak-form efficiency, semistrong-form efficiency, strong-form efficiency.  
The weak-form market efficiency is tested the most often.  There are several tools used for its verification, namely some 
statistical tests, long-run relationships and correlation analysis, calendar effects analysis (including the generalized method 
of moments, the method of generalized spectrum, mean variance (MV) and stochastic dominance (SD) approaches, 
detrended fluctuation analysis, time-varying parameter models).  However the statistical tests, such as the variance ratio 
test, the unit root test, the autocorrelation test still remain popular instruments in testing weak-form efficiency of stock 
markets (see Borges 2010, Aatola, Ollikka and Ollikainen 2010, Guidi, Gupta and Maheshwari 2011, Nisar and Hanif 2012, 
Khrapko 2013 or Shaker 2013) and sometimes of commodity markets (see Smith 2002, Charles and Darne 2009, Górska 
and Krawiec 2013, Ntim et.al. 2015).  

As our previous research focused on searching for calendar effects in the market of crude oil (Górska, Krawiec 2015) shows 
the existence of the-day-of-the week and the month effects, it may imply market inefficiency.  That is why the present paper 
is aimed at further testing weak-form market efficiency.  The empirical data covers daily closing prices of crude oil in USD 
per barrel from 2000 to 2015 and includes both, West Texas Intermediate (WTI) and Brent quotations.  Having calculated 
their logarithmic returns, we apply the following tests: runs test, variance ratio test, autocorrelation tests. 

Methodology 

The efficient market hypothesis is a concept of informational efficiency, and refers to market’s ability to process information 
into prices.  The idea of the efficient market hypothesis (EMH) emerged as early as the beginning of the twentieth century 
in the theoretical contribution of Bachelier (1900) and the empirical research of Cowles (1933).  In the paper of Samuelson 
(1965) one can find an opinion about price changes and their predictability: If we correctly predict asset prices, their changes 
should be unpredictable.  Correct prediction of prices means taking into account all available information, including 
information about the expectations of other market participants.  

Basic types of information for testing the efficiency of the capital market are: 

historical quotes of values, 

all publicly available information, 

all the information available to market participants (also confidential information). 

Analyzing the efficiency of capital market with respect to the above information categories it is necessary to specify three 
forms of efficiency.  These are: weak, semi-strong and strong form of efficiency.  However, this is the weak-form that is 
examined the most often.  Fama (1970) defines weak-form efficiency as follows: security prices fully reflect the information 
contained in past price movements, i.e., they do not follow repeating patterns, and it is impossible to trade profitably purely 
on the basis of historical price information.  The essence of weak-form efficiency is that past returns on a market cannot be 
utilized to predict current returns on the same market (Haugen 1996).  

In order to examine efficiency in the weak form one can use statistical tests that verify the randomness of changes in the 
time series. They are both parametric and non-parametric tests.  The verification may consist in: 

assessing whether prices of financial instruments are well described by a random walk process: 

 ttt epp  1 , (1) 
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where 𝑝𝑡 - logarithms of prices; 

assessing whether the returns on investments in financial instruments have property of the white noise: 

 tt er  .  (2) 

The aim of the research is to clarify whether the model (1) is a good approximation for the analyzed prices of oil, and 

whether it can be stated that the model (1), where te  are independent random variables with the same distribution (with 

finite variance), is a proper model for these prices.  Thus, we perform runs test, variance ratio tests, autocorrelation tests, 
portmanteau and adjusted portmanteau tests. 

1. Runs test. 

Runs test belongs to the group of non-parametric tests also known as compliance tests.  Non-parametric tests are used to 
verify hypotheses about the type of distribution of the variable, and to determine whether samples extracted from the 
population have the same distributions (Domański and Pruska 2000).  A run in the commodity market is defined as a series 
of changes in commodity prices in the same direction (i.e. a series of increasing values, or a series of decreasing values) 
of any length (Czekaj and all, 2001). In this case, fractions will be compared to the distribution the data would follow if the 
investigated process was a random walk.  If price changes are random, the probability of a further decline, after the price 
decreases, should be equal to the probability of an increase.  This would mean that in a large sample of observations one 
should expect similar numbers of runs and sign changes. 

Modeling the behavior of commodity prices, one assumes the existence of series of positive values, negative values and 

zeros.  Then, in order to perform the runs test, there is introduced auxiliary variable 
*
tR , such that: 

*
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The null hypothesis H0: “
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tR  is a white noise” is tested against H1: “

*
tR  is not a white noise”. 

To verify the hypothesis, K statistic is used. For large samples it is approximately asymptotically normally distributed (N (0, 
1)). 
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If ht = 1, Rt+1 starts a new run. The total number of runs is: 
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where: 

n is the length of a run. 

If the investigated series consists of 1n  positive returns, 2n  with values of zero and 3n  negative returns, then the mean 

and variance of the random variable H
~

 are defined by the formulas (Taylor 1986): 
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If |K| > 1.96, then the null hypothesis is rejected at the 5% level.  When K<0, we have trends in the data, and K>0, implies 
mean reversion (Taylor 1986). 

2. Variance ratio test 

Performing the variance ratio test, we assume that we have nk + 1 spot prices (e.g. daily): S0, S1, …, Snk. 

The variance ratio test is used to verify whether the equation: 

 ttt epp  1 ,  t=1, …, nk (7) 

(where pt=ln(St) and µ - a constant) is a proper model for the analyzed price series (the null hypothesis H0 of this test states 
that equation (7) is the right model for the series of prices of assets). 

The model can be tested in two variants: 

et are independent and follow the same normal distribution with the expected value of zero and the same variance 
(assumption 1), 

et are uncorrelated and have a finite variance (assumption 2). 

Verifying these two assumptions one can determine the cause of a possible rejection of the null hypothesis: Is it 
heteroscedasticity of et or rather autocorrelation? 

Assuming that the assumption 1 is true and transforming the model (7), we have: 

 𝑟𝑡 = 𝑙𝑛 (
𝑆𝑡

𝑆𝑡−1
) = 𝜇 + 𝑒𝑡 .  (8) 

This means that the continuously compound daily returns rt follow a normal distribution with expected value μ and variance 
equal et. Assuming also that individual rates of return are independent, the sample variance of  k-period return is k times 
the sample variance of one-period return. Thus, if H0 is true (i.e. prices are generated by a stochastic process given by the 
formula (7) and et satisfies assumption 1), then: 

 
𝑣𝑎𝑟(𝑟𝑘)

𝑘∙𝑣𝑎𝑟(𝑟1)
= 1,  (9) 
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where rk is a logarithmic return from k days. 

Therefore the test of the null hypothesis can be based on the quotient of the variance (see the left side of equation (9)).  If 
H0 is true, the variance ratio calculated from the sample should be equal to unity. 

The distribution of the test statistics (variance ratio): 

 z(k) =
IWk−1

√L(k)
, (10) 

where: 

�̅� =
1

𝑛𝑘
∑ (𝑝𝑡 − 𝑝𝑡−1)

𝑛𝑘
𝑡=1 , 
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3𝑛𝑘2

2(2𝑘−1)(𝑘−1)
, 

follows standard normal distribution asymptotically (Lo and MacKinlay 1989). 

Assuming the truth of the assumption 2, which is more realistic, the null hypothesis can be verified using the statistic: 

 z∗(k) =
IWk−1

√L∗(k)
, (11) 

where: 

𝐿∗(𝑘) = ∑ [(
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𝑡=1

2
]
2 , 

It also follows standard normal distribution. 

Statistics z(k) and z*(k) allow to verify the null hypothesis, answering the question whether the equation (7) may model the 
analyzed prices, properly. 

3. Autocorrelation tests 

The autocorrelation test examines whether the data in the time series are correlated or not, portmanteau (Box-Pierce) and 
adjusted portmanteau (Box-Ljung) examine whether the price changes are independent random variables with identical 
distributions. 

Autocorrelation test verifies the following null hypothesis: 

H0: 0  (returns are not correlated with each other) 

against 

H1: 0  ( rates of return are correlated). 
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To verify the null hypothesis one can use the autocorrelation coefficient of  returns given by the formula: 
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where: 

 )(ˆ k  is the autocorrelation of order k,  

 TR  is the mean return ( 
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), 

  T  is the number of observations, 

 tR  is the rate of return at time t, 

 ktR   is the rate of return of prices that are k moments distant from each other. 

Assuming the truth of the null hypothesis H0: “the elements of the series are uncorrelated with each other”, the statistic: 

 S = )(ˆ kT   

follows normal distribution with parameters N (0, 1) (Taylor 1986). The null hypothesis is rejected at 5%, when the absolute 
value of the statistic S is greater than 1.96. 

The aim of the Box-Pierce and Box-Ljung tests is to verify the following null hypothesis: 

H0: 0...21  m  (rates of returns are uncorrelated) 

against 

H1: 0i , i={1, …, m} (rates of return are correlated). 

This tests examine the significance of the subsequent correlation coefficients. 

In the case of Box-Pierce test, the statistic is: 
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and in the Box–Ljung test, it is: 
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where:  

)(ˆ k  – autocorrelation coefficient of order k, for k=1,…,m (compare the formula 10), 
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T – the length of the time series,  

)ln(Tm   – maximum delay. 

Statistics Q (Q') consist of numerous autocorrelation coefficients, and follow the 
2

m distribution, which is the chi-squared 

with m degrees of freedom (Mills 1999). When the value of empirical statistic Q exceeds the value of 
2

m  theoretical 

distribution, H0 can be rejected at the pre-specified significance level. 

The formulas (13) and (14) show that the number of degrees of freedom m is the number of autocorrelation coefficients, 
which are taken into account when calculating statistics Q or Q'. It should be noted that for small “m” one may not detect 
significant higher order autocorrelation, whereas too big “m” may reduce the power of the test due to the presence of 
insignificant higher-order autocorrelation. 

Data and preliminary analysis 

The data covers daily closing prices of crude oil in USD per barrel from January 4, 2000 to December 31, 2015 from the 
Bloomberg database (www.bloomberg.com) and includes, both West Texas Intermediate (WTI) and Brent quotations.  They 
are displayed in Figures 1 and 2 together with their logarithmic returns.  The West Texas Intermediate (USA origin) and 
Brent (North West Europe origin) crude oil prices are chosen to represent the oil market as they are key global marker 
crudes that are used as pricing benchmarks.  During the period under consideration WTI traded between a low of $17.45 
(November 15, 2001) and a high of $145.29 (July 3, 2008) per barrel, while Brent traded between a low of $17.68 
(November 15, 2001) and a high of $146.08 (July 3, 2008) per barrel. 
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Fig. 1 . Daily WTI crude oil prices and logarithmic returns 

Source: own elaboration. 

 

 

Fig. 2 . Daily Brent crude oil prices and logarithmic returns 

Source: own elaboration. 
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In table 1, there are reported descriptive statistics of oil daily returns for evaluation period from January 2000 to December 
2015 consisting of 4173 observations.  Both, WTI and Brent are characterized by a daily mean close to zero and their 
volatilities do not differ remarkably.  Additionally, they are described by negative skewness. Moreover, kurtosis is larger 
than 3.  To follow, the Jarque-Bera statistic (JB) of normality confirms the rejection of null hypothesis for both return series 
at 5% level of significance.  They are also characterized by strong linear correlation (Pearson correlation coefficient equals 
0.86). 

Table 1. Summary statistics for logarithmic returns of crude oil prices WTI and Brent in period January 2000 – December 
2015 

Characteristics WTI Brent 

Number of observations 4173 4173 

Mean (%) 0.0089 0.0095 

Standard deviation (%) 2.361 2.1658 

Kurtosis 4.496 3.130 

Skewness -0.176 -0.191 

Minimum (%) -16.545 -14.437 

Maximum (%) 16.410 12.707 

JB 3526.02* 1723.54* 

Pearson correlation 0.86 

Source: own calculations *Rejection of null hypothesis of normality at 0.05 

Empirical results 

Runs test 

Table 2 presents values of K statistic (equation (3)), calculated for both WTI and Brent logarithmic returns.  They show we 
cannot reject the null hypothesis at 5%.  Thus, we can expect Rt

* to be generated by the white noise (|K| < 
1.96).  In consequence, both WTI and Brent markets may be efficient in a weak-form.  Additionally, positive 
values of K suggest existence of trends in oil returns. 

Table 2. Values of K statistic for WTI and Brent returns 

Crude oil K 

WTI 1.86666 

Brent 1.90793 

 Source: own calculations. 

Variance ratio test 

Results of variance ratio test are reported in table 3 (the tests were performed for logarithmic returns from 1 up to 10 days 
(k=1, …, 10)). All z(k) statistics, given in table 3, are not significant at 5%.  Thus, the null hypothesis cannot be rejected 
and oil prices may be generated by the stochastic process fulfilling assumption (1).  Moreover, model (7), fulfilling 
assumption 2 is a good approximation of analyzed oil prices (with exception of k=3 for WTI and  k>4 for Brent).  Additionally, 
values of all variance ratios (IW) are smaller than 1 and decrease when  k increases.  Thus, the logarithmic returns under 
consideration are characterized by negative coefficients of autocorrelation (compare table 4). 

Table 3. Results of the variance ratio test for logarithms of oil prices  

  k 2 3 4 5 6 7 8 9 10 

WTI 
IW(k) 0.96501 0.93249 0.92890 0.93519 0.92550 0.91320 0.90215 0.89036 0.87661 

z(k) -0.00001 -0.00005 -0.00006 -0.00008 -0.00011 -0.00015 -0.00020 -0.00025 -0.00032 
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z*(k) -1.56181 -2.00937* -1.68244 -1.30853 -1.33062 -1.40513 -1.45970 -1.52494 -1.90063 

Brent 

IW(k) 0.94397 0.92310 0.92201 0.93561 0.92880 0.92756 0.92449 0.92404 0.91718 

z(k) -0.00002 -0.00005 -0.00007 -0.00008 -0.00010 -0.00013 -0.00015 -0.00017 -0.00021 

z*(k) -2.72339* -2.49240* -1.99876* -1.40154 -1.36683 -1.25628 -1.20415 -1.12757 -1.34868 

Source: own calculations  * Significance at 0.05 

Autocorrelation test 

Table 4 presents results of the autocorrelation test for logarithmic returns, where autocorrelations of order k=1, 2,…,10 are 
verified. 

Table 4. Values of autocorrelation of order k (rho) and S stastistics 

k   WTI Brent 

1 
rho(1) -0.036 -0.057 

S -2.318* -3.657* 

2 
rho(2) -0.031 -0.003 

S -2.016* -0.191 

3 
rho(3) 0.025 0.018 

S 1.606 1.188 

4 
rho(4) 0.021 0.036 

S 1.370 2.323* 

5 
rho(5) -0.042 -0.049 

S -2.735* -3.162* 

6 
rho(6) -0.020 0.011 

S -1.269 0.740 

7 
rho(7) -0.007 -0.009 

S -0.481 -0.569 

8 
rho(8) -0.014 0.008 

S -0.889 0.529 

9 
rho(9) -0.020 -0.033 

S -1.321 -2.127* 

10 
rho(10) 0.010 0.042 

S 0.669 2.685 

Source: own calculations  *Significance at 0.05 

Results, given in table 4, suggest rejection of the null hypothesis H0: „oil prices are independent random variables” for both, 

WTI and Brent in the case of autocorrelation of orders k=1 and k=5 ( )(ˆ kT  >1.96).  On the contrary, we cannot reject 

the null hypothesis for both of them in the case of autocorrelation of order k={3, 6, 7, 8}.  Evidence for other orders of 
autocorrelation is mixed.  Although in most cases the null hypothesis cannot be rejected, values of coefficient of correlation 

)(ˆ k  differ from zero.  However, their moduli are small. Thus, we expect oil prices to be autocorrelated, but their 

autocorrelations are too weak to let us draw definite conclusions.  

Box-Pierce and Box-Ljung tests 
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Results of Box-Pierce and Box-Ljung tests, that have been performed on logarithmic returns, are given in table 5.  There 
are considered different numbers of lags (m): 10, 20 and 30. Empirical values of Qm and Q’m statistics are compared to the 
theoretical values of chi-squared distribution: 18.31, 31.41 and 43.77 respectively. 

Table 5. Values of  Q and Q’ statistics 

Item m Qm Q’m 

 10 26.197 26.210 

WTI 20 43.000 43.068 

 30 52.362 52.480 

 10 43.098 43.128 

Brent 20 62.926 63.017 

 30 80.380 80.563 

Source: own calculations 

Results in table 5 suggest rejection of the null hypothesis regardless the number of lags.  All values of Qm and Q’m statistics 
are greater than respective theoretical values of chi-squared distribution.  This lets us state that returns are correlated.  
Again, the correlations are too weak to draw definite conclusions. 

Concluding remarks 

According to Chai et.al. (2011), oil is an indispensable energy product, chemical raw material, and also a strategic material 
that plays an irreplaceable role in national defense.  Nowadays, many countries’ economies critically rely on oil 
consumption, so frequent and dramatic volatility of the world oil price affects the world economy, governments, and energy 
industry.  What is more, the volatility of oil price not only impacts on the economic growth, but also directly influences energy 
enterprises and investors.  That is why it is important to examine behavior of oil markets.  

This paper has explored weak-form efficiency in the WTI and Brent crude oil markets from 2000 through 2015 using few 
statistical tests: the runs test, the variance ratio test, the autocorrelation tests.  Their results, however, do not provide clear 
answers to the question whether oil markets are efficient in a weak-form (although the runs test and the variance ratio test 
show that time-series of WTI and Brent prices are well described by the random walk).  This opens a door to further 
investigations with the use of alternative methodology. 
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